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Sequential Estimates of Probability Densities by

Orthogonal Series and Their Application in

Pattern Classification

LESZEK RUTKOWSKI

lDsfrucf-Rectrsive estimdes of probabllity densides based on orthog-

onat series 8re propced. Pattem clsssificsdons pnoceaures derived from

these estlmates 8re presentd and their ssymptotlc properties are inYesd-

gstd.ForaHaarorthogonalsystemourpr0ceduresaredensi ty- f ree
Bayes risk consistent.

I. IvrnooucuoN

Let X1,' ' ' , Xnbe a sequence of independent observations of a

random variablJ X with Lebesgue density function / on the set

,{, where A is a subset of the real line. We assume that/has the

representation

i
I, '
jf
I

t l0 l

l l  l l

l l 2 l

l l 3 l

l l4 l

226-267,1973.

tl5] M. H. A. Davis, "On the existence of optimal policies in stochastic

control," SIAM J. Contr., vol. ll, pp' 587-594, 1973'

tl6l R. S. Lipster and A. N. Shiryayev, Statistics of Random Processes

Il-Applications, New York, Springer, 1978'

I l 7 ] n . n . v o t ' t " r a n d W . J . K o l o & i e . l , . . A n o p t i m a l c o n t r o l p r o b l e m u s i n g
incomplete data," to be published.

tlsl A. v.'Balakrishnan, 
"uoaeting and identification theory: a flight con-

trolappl icat ion, ' , inTheoryandApplicationsoJVariableStnlctureSys-
tems,'f.. R. Mohler and A. Ruberti, E'ds' New York' Academic' 1972'

tl9] w. M. Wonham, ..Random differential equations in con_trol theory,'' in

Probabilistic Methods in Applied Mathematics, A' T' Bharucha-Reid'

Ed., vol' 2, PP. l3l-212' 1974.

t20l 

' 
, 

..Opiiirial stationary control of linear systems with state-dependent

noise," iL,qU J. Contr.,  vol.  5, pp' 486-50O,1967'

t2ll -, *On a matrix Ricatti equation of stochastic control"' SIAM J'

Cont r . ,  vo l .6 ,  PP.68 l -697 '  1968.

I22l D. Kleinman, 
-":Numerical 

solution of the state dependent noise prob-

lem," IEEETrans .Automat 'Cont r ' , vo l 'AC-2 l ,pp '419-42O'1976 '

I 2 3 | P . M c l . a n e ' . . o p t i m a l s t o c h a s t i c c o n t r o l o f l i n e a r s y s t e m s w i t h s t a t e .
and control-dependent disturbances," IEEE Trans. Automat. Contr.,

vol.  AC-16, PP.793-798' l9' l l '

t24l -, ..1insar optimal stochastic control using instantaneous output

feedback," Int.  J. Contr.,  vol.  13, pp' 383-396,l97l '

I25 |D.K le inman, . .op t ima ls ta t ionarycont ro lo f l inearsys temswi thcon.
t ro l -depender ' t . ' o i ' " , ' ' IEEETrans .Auto tno t .Cont r . ,vo l .AC. l4 'pp .
673-677,1969.

126l U. Haussmann, 
"optimal stationary control with state and control

dependent noise," SIAM J. Contr., vol' 9, pp' 184-198' l97l'

I27 ]M. .Zaka i , . .ALyapunovcr i te r ion for theex is tenceofs ta t ionaryproba-
bility distributions for systems perturbed by noise," SIAM J' Contr"

vol. 7, pp. 39O-397, 1969.

t28l e. Vtairatanabis and R. Rana, "On optimal stationary control of sys-

tems with state dependent noise," IEEE Trans. Automat. Cont-, vol.

AC-2O, pp. 7r8-7r9, 1975.

J. Spe,ei, 
..A non-linear control law for a stochastic infinite time

probiem," IEEE Trans. Automat. Contr., vol' AC-21, pp' 560-564' 1976'

S. Ariaratnam and P. Graefe, "Linear systems with stochastic coeffi-

cients," Int. J. Contr., vol- l, pp.239-250, 1965'

J. Bismut, ..Linear-quadratic- optimal stochastic control with random

coefficients," SIAM J. Contr., vol. 14, Pp.419-444, 1976'

J. Bismut, ..on optimal control of linear stochastic equations with a

linear-quadratic criterion,- SIAM J. Contr., vol' 15, Pp' l-14, 197'l'

P. Graefe and P. Mclane, "Optimal regulation of a class of linear

stochastic systems relative to quadratic criteria," Int. J. Contr.' vol. 5,

pp .  135-  r43 ,1967.
i. f. m and A. Willsky, "stochastic control of rotational processes with

one degree of freedom," SIAM J. Contr.,  vol '  13, pp' 886-898,1975'

J. Luh-and M. Maguiraga, "Differential games with state-dependent

and control-dependJnt rroir".." IEEE Trarc. Automat. Contr., vol. AC-

Izel

[30]

[3 l ]

[321

[33]

[34]

l35l

( l )

15, pp. 2O5-2O9, r97o-
t36l D. 

'Kreinman, "on the stability of linear stochastic systems," IEEE
Trans. Automat. Contr., vol. AC-14, pp' 429-43O' 1976'

l37l P. Mclane, "Asymptotic stability of linear autonomous systems with

state-dependent noiie." IEEE Trans. Automat. Contr., vol. AC-14, pp.

754-755, 1969.

t 3 8 ] M . H a y a s e , S . N i w a , a n d I . S u g i u r a , . . S t a b i l i t y o f l i n e a r t i m e - v a r y t n g
systemi with state dependent noise," IEEE Trans. Autornat. Contr., vol.

AC-21, pp. 175- 176, 1976.

t3gl u. Hausimann, ..stability of linear systems with control dependent

noise," SIAM J. Contr., vol' ll, pp' 382-394, 1973'

t40] IJ. Haussmann, 
"On the existence of moments of stationary linear

systems with multiplicative noise," SIAM J' Contr', vol' 12, pp' 99-105'

r974.
t4ll D. Aeyels and J. Willems, "Moment stability of linear stochastic sys-

tems with solvable Lie algebras,- IEEE Trans. Autornat. Contr., vol.

AC-21, p.285, 1976.

l42l G. Blanienship, "stability of linear differential equations with random

f(r)- f, o1s/r),
j : o

where
ar:  Egr(X) (2)

and s,('), i :0,1,2,"', is a complete orthonormal system de-

ild'";;l ns the estimator of a density we can take

N ( n )

i ,e): )  ai,si(x), (3)
j : o

where

djn: ; ,? ,  B/x)

Manuscript received May 29, 1980; revised September 22' l98O'

The author is with it" b"purt-ent of Electrical Engineering, Technical

uiJ"rritv of Czestochowa, Ziv,adzkiego 11 ,42-2gp� Czestochowa, Poland.

(4)

00r8-s472/80/ 1200-0918$00.75 o 1980 IEEE



-

IEEE TRANsAcrIoNs oN SYSTEMS, MAN, AND CYBERNETICS, vol-. sMc-10. No.

and N(n) is a sequence of integers such that

N(n)--+oo (5)

as n-+@. Density estimates (3) were introduced by eencov [3]
and studied by Schwartzllll, Kronmal and Tarter [9], and Bosq
[2] among others.

In this correspondence the following estimator of a probability
density function is proposed,

iG): + i 5'rr,o, sil). (6)
"  i - r  j - O

Observe that estimator (6) may be expressed as

i ,G): *i^- '(")+ I.tr,r*rs/x). (7)

A great advantage of the definition 

',;."", 

(3) is that j can be
computed by makinq use of the current observation Xn and the
preceding estimatorJ,_1. Thus the unknown probability density
function is estimated sequentially. It should be noted that esti-
mator (7) is analogous to a recursive version of a Parzen-
Rosenblatt kernel estimate, introduced by Wolverton and
Wagner [3], [4],

i ,Q): *o^-,(")+ #1rr--x,)/h^), (8)

where the function K, the so-called kernel, and the sequence l",n
satisfy suitable conditions. Recently several interesting results
related to the pointwise and the integral convergence of estima-
tor (8) have been obtained by Devroye [5]. For surveys on
cornmonly used nonparametric probability density estimators,
the reader is referred to Cover [4] and Wegman [12].

It is well known that nonparametric density estimates can be
applied to many engineering problems including pattern classifi-
cation, cluster analysis, and reliability theory. As an example of
these applications we present pattern classification procedures
with class conditional density estimates of type (6). Theorem I
gives conditions for weak or strong consistency of class density
estimates whereas Theorem 2 establishes Bayes risk consistency
of pattern classification procedures. For a Haar orthogonal
system our procedures are Bayes risk consistent under no restric-
tions imposed on class conditional densities. In [8] and [10] this
problem was also treated by orthogonal series but authors sup-
posed that class conditional densities are square integrable.

In this correspondence we assume that

lsr(x) l  < G; (e)

for all xeA where G, is a sequence of numbers. The condition
(9) is more general than

ls ; (x) ;  < const (ea)

for all x€A which was assumed in l2l, I3l, [9], and [11]. It is
worth recalling that Legendre and Haar orthogonal systems do
not satisfy (9a) at all.

II. ParrunN CL-essmrc.rrrroN PRocEDURES

In this section only two category classification problems will
be treated but the results can be extended to the multicategory
problem. Let(T,X) be a pair of random variables; P(T:k):pr,
k:1,2, X is A-valued, where A is a subset of the real line. l*t f*
be a conditional density of X given T:k. When fr,p*,k:1,2,
are known, a Bayes decision function,

D ( x) :  p r. f  t(  x ) -  p z fz(x),

classifies every xeA as coming from class I if D(x)) 0 and
from class 2 otherwise. We assume that fp, p1,, k:1,2, are
unknown and have a learning sequence,

( T t , X r ) , . . . , ( T n , X n ) ,

i.e., a sample of independent observations of (T,X) that we wish
to estimate the function D . Let n k be the number of observations
from the class ft. Partition observations (X1,. . . , Xn) into subse-
quences (X1,.. .  ,X),),  (X?,.. .  ,  X:r).  As estimates of condi-
tional densities we propose

,  n p  N ( i )

i rG) : *  >  2  s t (x1)g , ( ' ) .
' . k  

i - l  j - O

12, oncerrdsen 1980

at every point xe A at which

9t9

The following theorem establishes weak and strong pointwise
consistency of estimates (10).

Theorem 1.' Assume that (5) and (9) hold.

EG.G)-J,,G))2 3 o ir

n
-+ 0, ( l  l )

^ n

f*(x) - f*(x) with probability one if

< @ ,

(10)

(r2)

where

Proof: The proof of (l l) is
proof of (12) is based on the
Details are left to the reader.

Let fp:n*/n be an estimate
decision function.

(13)

analogous to that in [5]. The
strong law of large numbers.

of pr.Consider an empirical

#?,(il o|)'

E,*(ij o;)'

uf : [nf,,(x)gr(x) dx.

N ( z )  n

) bf gt(x) -,fr( " ),
j - o

D(" ) : i  t  j {x) - ir i rG) (14)

classifying every xe-.A as coming from class t if D(x) > 0 and
from class 2 otherwise. By theorem I and theorem 2 in [7] one
obtains the following theorem.

Theorem 2.' Pattern classification procedures based on (14)
are weakly (strongly) Bayes risk consistent if (13) holds almost
ever;rwhere (with respect to the Lebesgue measure on A).

Now we are interested in the Haar orthogonal system. For this
system condition (13) holds almost everywhere without any
restrictions imposed onl and/2 (see [, theorem l.6.lD. Conse-
quently pattern classification procedures based on (14) are den-
sity-free Bayes risk consistent. From the construction of the
Haar orthogonal system (see []) it follows that G.,:constjt/2.
Therefore conditions (l l) and (12) take the form

i Zr'4r41;;30'.!,ry(o
For i/(n) of type n' they are satisfied if 0 <t<l/4.

III. CoNcltrorNc Rrlaenxs

The result in Theorem 2 is density-free for a Haar orthogonal
system. Similar results for discrimination rules with Parzen-
Rosenblatt kernel estimates have been obtained by Devroye and
Wagner [6].

One can extend Theorems I and 2 to the multivariate case
without much difficulty; treating g; as the multivariate orthogo-
nal system conclusions of these theorems hold with exactly the
same assumptions.
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Finally we note that procedures (14) may
expressed as

DG):+ j  5 ' , , , ,  - tz)si(X)si1),
"  i - r  j - O

where

, . . : I  l ,  t f  T , : 1 ,-K' 
I o. otherwise.
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Variation of Spatial Cues in Node Arrangement
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Abst act-Dh€cted and undir€cted gsphs ane a oomnxrn message In
communlcedon to and from computers ln many dlfferent tasks. Examples
of these messages are finlte element gdds, signal flow graphs, flow charts,
performance evaluadon review technlque (PERT) charts, and scale &aw-
Ings of obiects. several dlfferent formats these messages might tate are
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be alternatively examlned on a graphlcs dlsplay. Dtgraphs (dlr€cted grapts) are selected
for study as the more general case of messsge. (undrccted graphs are
dlsrrphs ln tftich dirocdons of arcs do not matter.) The degree to t?hlch
spedd cres could be udtized ln leardng and recatttng digraphs was varled
by crntrolllng the nahre and conslstency of node locatlon on a graphlcs
scncerr. Thlrty-elght, nechankat engineerlng students werc requlred to
le{m thr€e dlgrsph under one of four presentadon conditrons. Twenty-ntne
completed pct-tests elther lnmedlately or after oe day's delay. Re$lts
tndlcste that dtgrrphs can be learned wlth stgnlficantry fewer leondng
erors when spodal cu€s rre avaihble to the subfect The Increased recall
err(xs wlth delay dme for a regularly ordered node arrangerent lndcete
tht node formats where spodd cu€s ane avallable but arcs may |le on top
of one another may be dlftl$lt to leam or rcmember for grcat lengths of
dme. othcr results are dlscussed. The results crn be usefut ln guldlng the
presentadon of dlgraph data to the user for hls retendon In his contlnulng
wort. Futrne pmlbllldes for more detalled study of the helpful or harmlul
effects of node pctdon and orgulzadon sne indlcated.

I. IvrnonucrroN

Many types of messages are composed of individual items
with an indicated relationship. Examples range from words and
their position in a list [l] to pictorial items and their relative
position in a scene [2]. One way to represent these messages is to
use directed or undirected (directed gaphs in which the direc-
tions do not matter [3]) graphs as a basis, with the general
characteristics of the nodes and arcs indicating the particular
items and relationships of the message. Paynter [4] has asserted
that partitioning systems into networks is a basic design activity
and it has been demonstrated that a display based on directed
graph (digraph) concepts can be used as a designer-computer
interface for assembling components of a system model [5].
Communication of many messages can be viewed, at least in
part, as communication of directed gaphs.

There are many ways in which the nodes and arcs of the
graph can be varied to complete the message when communi-
cated by a spatial media, i.e., a drawing or computer graphic
display. They can be labeled directly, as in signal flow graphs
and PERT charts. In addition, the appearance of the nodes and
arcs can be changed, as in computer program flow charts and in
logic diagrams. Finally, they may also communicate by their
spatial position on the media as in finite element grids, data
plots [6], scale drawings [7], maps [8], and vectors [9]. When
computer graphic displays or other spatial media are used to
communicate directed graph-based messages, user performance
is often improved. Rouse [10], [l l] has found fault logic displays
helpful to fault diagnosis. Corley and Allan [12], using a pipe
layout task with a computer graphic display, showed that tablet
data entry was superior to keyboard or a keyboard-tablet com-
bination.

While the format of directed graph-bcsed messages has been
studied [], [2], [6]-[13], little is known about the effects of
different formats on a directed graph alone. It has not been
established in the literature that spatial cues play an important
role in learning digraphs, though they commonly appear as
drawings or pictorial displays. The nodes and arcs are, in prac-
tice, organized in different formats depending on the task being
performed. The finite element specialist might need a regularly
ordered display to find mislocated or missing nodes and arcs.
The computer programmer might require nodes to be grouped
according to program structure. The PERT chart analyst may
require the critical path to occupy the center of the display, and
less critical activity arcs on the periphery. In the interactive
computer $aphics environment, retention of these node place-
ments from use to use may be important in allowing spatial cues

ilJ.l. 
appearance of the digraph to refresh the memory of the
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